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One of the most important characteristics of a perception network is the number of neurons in
the hidden layer(s) and researchers have had problem in determining the number of hidden units
to obtain optimal network performance. This study employed Statistical Neural Network (SNN)
using hidden neuron in predicting mother to child transmission of HIV. The data obtained from
ANC of a certain hospital and simulated data were used for the study. Mean Square Error (MSE),
Akaike Information Criteria (AIC) and Neural Information Criteria (NIC) were computed for
determining the adequacy of the hidden neuron that determines the optimality of the model. The
best result shows that the hidden neuron that determines the optimality of the model in prediction
of HIV with CD4 as an input variable with 7 neurons is SNN (1-2-1).
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1. Introduction

Optimizing the number of hidden neurons to use without a pre-set target for accuracy is one
of the major challenges for neural networks, usually referred to as the bias/variance dilemma
(Geman,1992). Artificial neural networks (ANN) were inspired by biological findings relat-
ing to the behavior of the brain as a network of units called neurons (Rumelhart. et.al.,
1986). An ANN is a network consisting of neurons and paths joining the neurons (Bishop,
1995). ANNs can model, especially when underlying data relationship is unknown, it iden-
tify and learn correlated patterns between data sets and corresponding target values. After
training, ANNs can be used to predict the outcome of new independent input data. Figure
1.1 depicts an individual neuron (in the hidden and output layers). Each neuron, j, has a
number of input arcs, x; to x,. Associated with each arc,i, is a weight, w;; which represents
a factor by which any values passing into the neuron are multiplied. A neuron,j, sums the
values of all inputs according to equation (1.3).

Hidden neurons (HNs) are data transmitting channels within the summing junction (that
is, between the input neurons and transfer functions, and between transfer functions and
output neurons, HNs are located in Hidden units). See Figure 1. While hidden layers are
intermediate layers between the input and the output layer. Many researchers have had
problem in determining the number of hidden units to obtain optimal network performance.
A test can be used in solving this problem. Empirical results have shown that with higher
neurons, the network error is reduced. However, if care is not taken, one may be tempted
to increase the hidden neurons indiscriminately and when this happens, over fitting occurs.
Also, too few hidden neurons leads to error bias, which sometimes can be very embarrassing,
thus making neural network statistically unfit. Putting a redundant hidden neuron into the
network can over fit the coefficient of determination (Udomboso, et.al 2012). Different
researcher assert that hidden nodes is chosen arbitrarily with different result and that a
large number of HN will ensure correct learning, and the network would be able to correctly
predict the data it has been trained on, while with too few HNs, the network may be unable
to learn the relationships amongst the data and error will fail to fall below an acceptable
level. That is,when an adequate number of neurons are used, the network will be able to
model complex data, the training time will not become excessively long and the network
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Output = f(YJ)

Figure 1. An artificial neuron

will not model random noise and over-fit the data, resulting in a good fit. (Lee and Park,
2001, Abraham, 2005, Sibanda and Pretorius, 2011). Also, Ganesen. et al.,(2000) opined
that a common approach is to start with large number of nodes and then employ network
pruning algorithms for optimization. While Jeff (2009) gives some useful rules-of-thumb
in determining the correct number of neurons to be included in the hidden layer of the
network. Deciding the number of neurons in the hidden layers is a very important part of
deciding the overall neural network architecture, which is a crucial decision. Therefore, this
study investigates the effect of hidden neurons in prediction of HIV status of children using
neural network.

2. Related literature

Several researchers have studied and investigated on the approach of determining optimum
number of hidden neurons in data mining and the effect of varying the number of neurons in
feed forward back propagation NN Architecture and prediction applications like prediction
of cancer cells. (Onoda, 1995, Keeni, et al. 1999, Wu and Hong, 2007, Xu and Chen, 2008,
Gnana and Deepa, 2013, Imran, et al., 2017).

2.1 Human Immune Deficiency Virus (HIV)

AIDS is one of the deadliest epidemics in human history. It was first identified in 1981 in
New York and California (USA). Shortly after its detection in the United States, AIDS
quickly developed into a worldwide epidemic, affecting virtually every nation (Abdalla,
2011). HIV infects cells in the immune system and the central nervous system. The T-
helper lymphocytes are the main type of cell that HIV infects. The role of the cells in
the immune system is to coordinate the actions of other immune system cells. HIV infects
the T-helper cells because it has the protein called CD+ lymphocyte. CD4+ T cells are
essential in B cell antibody class switching, in the activation and growth of CD8+ cytotoxic
T cells, and in maximizing bactericidal activity of phagocytes such as macrophages.Once
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it attaches itself into a cell, HIV produces new copies which are capable of infecting other
cells. When the age of infections increases, HIV infection leads to a severe reduction in the
number of T-helper cells which are responsible to help fight diseases. When the CD4 T-cell
counts decline below a critical level (i.e with the loss of cell mediated immunity), the overall
immune system fails to hinder the growth of HIV and the body becomes progressively more
susceptible to opportunistic.

2.2 Performance analysis

The performance of the back-propagation neural network is evaluated by means of three
statistics: the mean squared errors (MSE), Akaike Information Criterion (AIC) and
Network Information Criterion (NIC). They are defined as follows:

R

MSE — 2(yi —5i)” (1)
n
ArC = 2 55F 2)
n
Taking natural logarithm,

marc = 2 4 558 (3)

n n

wherek is the number of independent variables (including the intercept) and n is the number
of observations

NIC = [q, p(b)] (4)

Where q is the input distribution and p(w) is the conditional distribution

3. Methodology

3.1 The statistical neural network

The Statistical Neural Network (SNN) model structurally is composed of two parts: the
predictive and the residual, as is in classical regression, given as

y:f(Xvw)+ei (5)

But, f(X,w) = aX + 21, Bug(SL o (yhii).

where y is the dependent variable, X = (zo = 1,z1,,27) is a vector of independent
variables, w = («, 3,7) is the network weight: « is the weight of the input unit, g is the
weight of the hidden unit, and v is the weight of the output unit, and e; is the stochastic
term that is normally distributed (that is, e; ~ N (0, 02I). The assumptions of the statistical
neural network are the same as the usual regression models.
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f(X,w) is the artificial neural network function, thus equation (5) can expressed as

H I
y=aX+ Z/Bhg <Z %ﬂ?i) +u (6)

h=1 1=0

X = (xg,x1,x2,,2y), is a vector of input variables,g(.) is the transfer function of a neuron.
In this paper hyperbolic tangent function was used as the neuron transfer function.

Let g2(.) = Hyperbolic Tangent function (TANH),

Then TANH be defined as

(A

tanh = fQ (n) = m

3.2 Data used

The data used in this study are from the Antenatal Clinic of an hospital in Sokoto state of
Nigeria from 2008 to 2011, the input variable was CD4 count.

3.3 Model design

In the model design, only one input was used in this study, it was standardized, that is,
converting it to the range (0,1) before feeding it into the network. This is to avoid the
application of extremely small weighting factors in the case of large input values. Also, the
output values are ’destandardized’ to provide meaningful results since all values leaving the
network are automatically output in a standardized format.

The input layer was the CD4 count which distributes the input to the seven hidden layers.
The outputs from the hidden layer then become the inputs to the output layer, which
provides the network output. Training MLP is an iterative adaptive work. It was trained
for 1000 epochs. The training starts from 1 hidden neuron till optimality is obtained at
the THN. In each epoch the entire training set is presented to the network. Errors are
calculated and used to adjust the weights in the network and after reaching a satisfactory
level of performance, it learns the relationship between the input variable (CD4 count) and
output variable (Child Status). The trained Back Propagation (BP) is then adopted as a
model to predict children as either HIV positive or negative. The weights multiply the input
information. Let input be denoted byX;, and each weight w;, then the activation is equal
to

For choosing the number and the best set of HNs, a comparison is made for many cases
by first starting the training in SNN from 1 hidden neuron till optimality (local minimum)
is obtained at the least MSE that is when any additional HN increases the MSE and the
7H N s indicated the HN at which optimality is obtained. Thus the best one is selected from
the following results of SNN model. It was implemented using MATLAB neural network
tool (nntool).

In Table 1.1, the best Hidden neuron (HN) that determine the optimality of the model
prediction is the one with the least MSE as well as least AIC and NIC which is 2 hidden
neurons (HN) and hidden neurons HN 6 gave local minimum in the optimality trend.

Table 1.2 shows that ANN (1-2-1) is selected as the best hidden neuron for predicting
MTCT of HIV, since from the MSE criterion, the model with the least or minimum MSE
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Table 1.1: HNs based on MSE, AIC and SIC

SNN
HN MSE AIC NIC
1 2.0566 2.1388 2.2217
2 0.0910 0.0946 0.1645
3 1.1168 1.1614 1.1741
4 0.8064 0.8386 1.2685
5 0.2794 0.2906 0.4152
6 0.1129 0.1129 0.1871
7 0.5016 0.5216 1.3557
Table 1.2: Model selection based on MSE
Variable (Hidden Neuron) Architectures MSE
1-1-1 2.0566
1-2-1 0.0910
1-3-1 1.1168
1-4-1 0.8064
1-5-1 0.2794
1-6-1 0.1129
1-7-1 0.5016

should be selected.

4. Discussion

The study determined the optimal statistical neural network (SNN) model using hidden
neurons in predicting mother to child transmission of HIV. The model was examined by
one (I) variable (CD4 count). Table 1.1 shows that the values of AIC (as well as NIC) for
SNN is 2HN and 6HN gave the least. Also Table 1.2, shows that SNN (1-2-1) is selected
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as the best hidden neuron for predicting MTCT of HIV, since from the MSE criterion, the
model with the least or minimum MSE should be selected.

5. Conclusion

We investigated the effect of number of Hidden Neurons in SNN. It was seen that in
Estimation (training) in ANN the number of HN to be used starts from 1 hidden neuron
till optimality (local minimum) is obtained. Optimality is obtained at the least MSE (when
any additional HN increases the MSE). The best HNs that determine the optimality of the
model selected is based on the least MSE, AIC and NIC value. Therefore, it was concluded
that no HN is assumed.
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